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Abstract

The authors have developed an improved version of the
up-and-down procedure (UDP) as one of the replacements
for the traditional acute oral toxicity test formerly used by
the Organisation for Economic Co-operation and Develop-
ment member nations to characterize industrial chemicals,
pesticides, and their mixtures. This method improves the
performance of acute testing for applications that use the
median lethal dose (classic LDs) test while achieving sig-
nificant reductions in animal use. It uses sequential dosing,
together with sophisticated computer-assisted computa-
tional methods during the execution and calculation phases
of the test. Staircase design, a form of sequential test design,
can be applied to acute toxicity testing with its binary ex-
perimental endpoints (yes/no outcomes). The improved
UDP provides a point estimate of the LD, and approximate
confidence intervals in addition to observed toxic signs for
the substance tested. It does not provide information about
the dose-response curve. Computer simulation was used to
test performance of the UDP without the need for additional
laboratory validation.
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Introduction

equential test designs, in contrast to test designs with
fixed sample size involving replicate sampling, can
achieve efficiencies in the number of test samples
needed by sampling one or a few test subjects at a time until
just enough measurements are made to evaluate the experi-
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mental endpoint of concern with the desired precision. In
general, sequential designs can be applied to either qualita-
tive (yes/no) or quantitative outcomes; however, only the
former are considered in this article. Staircase designs,
which are a form of sequential test design, permit trials to
converge rapidly on the region of interest, such as the me-
dian effective dose (EDs,') or the median lethal dose
(LDs,'") in a toxicity test. For suitable applications in toxi-
cology, the use of sequential design and nontraditional cal-
culation methods can lead to reduction of animal usage
while maintaining the ability of the test to measure desired
experimental results.

Acute toxicity testing, which measures the adverse ef-
fects that occur within a short time of administration of
single dose of a chemical, is one such candidate for the
application of sequential design. Such studies, performed
principally in rodents, provide information on the health
hazards likely to arise from short-term exposure and are
usually an initial step in the evaluation of the toxic charac-
teristics of a substance for both health and environmental
effects. Acute testing can be used to identify doses associ-
ated with target organ toxicity and lethality that may be
referable to humans. It serves as the basis for hazard clas-
sification and labeling of chemicals and can provide infor-
mation for comparison of toxicity and dose-response among
chemicals. Acute toxicity data may also provide informa-
tion about the mode of toxic action of a substance, which
can aid in the diagnosis and treatment of toxic reactions. It
is used to standardize biological products and can serve to
establish dosing levels for repeated dose studies. Acute oral
toxicity in the rat is also used to determine the level of
lethality to terrestrial mammals.

Background

In the past, acute toxicity test methods were designed to
provide robust characterization of the dose-response curve
by using several animals (usually 5 of each sex) at each of
three to five test doses in an effort to measure tolerance to
potentially lethal doses of chemicals in a test population of

' Abbreviations used in this article: ASTM, American Society for Testing
and Materials; EDs, median effective dose; EPA, Environmental Protec-
tion Agency; [ICCVAM, Interagency Coordinating Committee on the Vali-
dation of Alternative Methods; LDs,, median lethal dose; OECD,
Organisation for Economic Co-operation and Development.

233

020z Jequiaidas pz uo 1senb Aq 67:81.86/€€2/F/EF/I01E/[euinolie|/woo°dno olwspese//:Sdiy Woly Papeojumoq



laboratory animals. Each group of animals was given a
single dose of a chemical, with doses chosen to bracket the
expected LDs, (the dose at which 50% of the animals are
expected to die). Animals were observed for 14 days with
observation of the onset, nature, severity and reversibility of
toxicity, as well as the timing of lethality after acute chemi-
cal exposure. Ideally, the test would have included doses
close to the LD 5 and the LDg, doses to obtain the best
information. At the least, each dose would have shown a
decreasing proportion of survivals with increasing dose lev-
els, and two or more doses would have shown partial re-
sponses (Litchfield and Wilcoxon 1949).

To discuss the testing procedures, it is important to de-
fine the related terms. (These toxicological terms are largely
standardized through long usage described [e.g., Chan and
Hayes 1994]). When exposed to a test chemical, the sensi-
tivity of the animals to the lethal effect of the chemical is
generally lognormally distributed. The distribution is char-
acterized by two parameters, mu () and sigma (o), which
locate the center of the normal curve and its standard de-
viation, respectively (Figure 1). Sampling this population in
an acute toxicity test allows the lethality dose-response (or
cumulative response) curve to be characterized (Figure 2).
A standard practice in toxicology has been to convert the
cumulative response curve to a straight line by a probit
transformation, where the slope is the inverse of o of the
lognormal curve, and the intercept is the point estimate of
the LDs, and corresponds to p. (Finney 1971; for additional
details, Chan and Hayes 1994; Riggs 1976). Confidence
intervals can be calculated as a function of the sample vari-
ance and the number of animals tested to provide plausible
bounds on the LD, location and slope.

The traditional acute toxicity test was designed to yield
data for all of the regulatory applications described above.
The LDs, and slope could be determined simply by graph-
ing the results if the dose range included at least two doses
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Figure 1 Parameters for tolerance distribution. This partic-
ular value (sigma = 0.5) has been chosen for the purpose of
illustration.
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Figure 2 Dose-response curve.

with partial responses. Testing groups of animals at each
dose level allowed outliers to be more readily detected.
Robust information on the dose-response characteristics of
the chemical in the test population allowed authorities to
examine the low toxicity end of the curve including estima-
tion of LDx and confidence interval values for the different
assessments performed for regulatory purposes.

However, as originally designed, including range find-
ing for best placement of doses in the main test, the tradi-
tional LD, test could use 50 or more animals. The
Organisation for Economic Co-operation and Development
(OECD") modifications of the test method for use with in-
dustrial chemicals, pesticides, and their products called for
fewer animals, normally 20 to 30 (OECD 1981, 1987); how-
ever, performance of these modified test protocols was not
fully examined. In light of the heavy use of animals in
traditional test methods, Bruce (1985) applied the up-and-
down procedure (UDP'), a sequential test design, to acute
toxicity testing. The use of sequential testing design in an
UDP or staircase design was first explored for munitions
testing by Dixon and Mood (1948). Scientists in Europe
have also incorporated elements of sequential testing in two
other alternatives for the traditional LDy, test, namely the
fixed dose procedure and the acute toxic class method
(OECD 1992, 1996). These two alternative methods provide
range estimates of lethality and are applied primarily to
hazard classification.

The classical acute toxicity test design is sometimes
inefficient. Dixon (1991) noted,

Classical designs center test levels around [the EDsq]
value ... A poor guess will result in some tests being
conducted at levels that contribute little information to
the ED,, estimate . .. If all animals are tested at once
using a classical test design based on a poor guess, a
large fraction of them may be tested at levels remote
from the EDs, ... [Ulncertainty about the location of
the EDs,, or about the variance of the threshold distribu-

ILAR Journal

020z Jequiaidas pz uo 1senb Aq 67:81.86/€€2/F/EF/I01E/[euinolie|/woo°dno olwspese//:Sdiy Woly Papeojumoq



tion [the distribution of animal responses], makes selec-
tion of an optimal number of levels and an optimal
number of animals per level for a classical design diffi-
cult. Unlike classical designs, sequential designs can
quickly correct for a poor guess ... [p 16-17]. Sequen-
tial designs...[permit] trials to converge on the region of
the level to be estimated, and thus provide more efficient
estimates of this level [p 6].

In most statistical experiments, the sample size is fixed
in advance based on some knowledge about the process and
the desired statistical properties of the estimate or hypoth-
esis test that was the reason for the experiment. An experi-
ment based on a sequential design is different in that it is
conducted one or a few observations at a time. Sequential
designs protect the experimenter when little is known about
the process because the actual sample size and allocation to
type and amount of treatment can change during the experi-
ment. The experimenter monitors the results as they occur to
determine whether there are enough data to perform the
required analysis or whether additional observations are
needed. When little is known, fixed sample sizes may not
have the right properties, consume too many resources, or
both.

The UDP for acute oral toxicity involves testing young
adult animals one at a time in a staircase fashion. Unless the
conditions for terminating the test have been reached, the
next dose level depends on the results in the previous ani-
mal. If that animal survived, then the next dose is higher,
whereas if the last animal died, then the next dose is lower.
This process permits the experiments to converge on the
region of the LDs,, which is the inflection point correspond-
ing to the median response of the lognormal dose-response
curve. The technique was evaluated in laboratory studies in
1987 (ICCVAM 2001). Subsequently, two other studies
were done comparing the results of the UDP with those
using traditional LDs, test methods, for 35 substances. As
reported in Lipnick et al. (1995), the results revealed that the
UDP was able to predict the LDy, of these materials as well
as the traditional test. The up-and-down study design for
acute toxicity was accepted as a standard test method by the
American Society for Testing and Materials (ASTM') in
1987 (and later updated in 1998) and by OECD in 1998
(OECD guideline 425) as an alternative for the acute oral
toxicity guideline OECD guideline 401 (1987) using tradi-
tional fixed sample design.

However, the ASTM (1987) and OECD 425 (1998)
acute oral toxicity UDP guidelines had been designed for
use with certain types of chemicals that tended to have steep
dose-response slopes (i.e., =8). These guidelines used an
assumed value of o (corresponding to a steep slope of the
cumulative LDs, curve) for setting the dose progression and
calculating confidence intervals. The test performed best
with initial knowledge of approximate LDs, and slope.
However, the use of a sighting study could call for addi-
tional animals. Computer simulations (ICCVAM 2001)
have shown that poor choice of starting dose could lead to
the use of many animals before the test converges, or could
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introduce a significant bias toward the starting dose in the
LDs, estimate. The use of assumptions about o and slope
introduced additional inaccuracies when estimating confi-
dence intervals unless the slope and o of the actual popu-
lation corresponded closely to the assumed values. Finally,
given the built-in assumptions of small o and steep slope,
the test performed best for chemicals with steep slopes.

In 1999, the OECD called for the three alternative
guidelines: the fixed dose procedure (OECD 420; OECD
1992), the acute toxic class method (OECD 423; OECD
1996), and the UDP (OECD 425; OECD 1998) to be revised
so that they could be used to replace the traditional acute
toxicity test. They agreed that “These changes will . . .
[take] advantage of sequential dosing and appropriate sta-
tistical methods, and include the incorporation of and use of
data from well-designed sighting studies. These changes
should, to the extent feasible, reduce the number of animals
used and introduce refinements to reduce the pain and dis-
tress of animals” (OECD 1999, p. 1). The United States,
which had sponsored the use of the UDP as an alternative to
the traditional acute toxicity test, redesigned this test to meet
the OECD mandate. The design team consisted of scientists
and statisticians from the Environmental Protection Agency
(EPA'), the Consumer Product Safety Commission, and
The Procter & Gamble Company.

Revised UDP
Development of the Revised UDP

The goals of the US design team were to fulfill the OECD
mandate and to develop a robust test that would be appli-
cable to a wide variety of pesticides, industrial chemicals,
and their products. The test should have the ability to be
performed, and for results to be calculated, without the need
to assume a value for the standard deviation, . Computer
simulations were used to evaluate the performance of the
previous version of the OECD guideline (OECD 425, 1998)
and to determine appropriate changes to optimize the meth-
od’s performance without actually testing animals in the
laboratory.

The revised test guideline (Figure 3) was peer reviewed
by independent panels of experts convened by the Inter-
agency Coordinating Committee on the Validation of Al-
ternative Methods (ICCVAM') (ICCVAM 2001) and by the
EPA Scientific Advisory Panel (EPA 2001). The main test
and the limit test are described below.

Performance of the Revised UDP

The revised OECD guideline 425 (OECD 2001a) has im-
proved performance for prediction of the point estimate of
lethality (LDsg) and confidence intervals for chemicals with
wide variability of response characteristics, even when the
approximate LD, and dose-response slope are not known.
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MAIN TEST
¢ Default dose progression factor
3.2 x dose
e Flexible stopping rule
to allow for variations in sigma or slope
e Confidence interval calculation
e Default starting dose of 175 mg/kg
e AOT 425 Pgm software
LIMIT TEST
e Sequential dosing
¢ 2000 mg/kg—>5 animals
¢ 5000 mg/kg—3 to 5 animals

Figure 3 Up-and-down procedure.

In addition, the revisions allow it to be used to evaluate
lethality in the 2000 to 5000 mg/kg range for certain hazard
classification purposes. The efficiencies of the new up-and-
down dosing routine allow the LDs, to be estimated using
relatively few animals. However, the guideline does not
provide for determination of the slope of the dose-response
curve. (When available from other acute tests, the slope is
used to calculate other LDx values for use in human and
environmental risk assessments and to improve assessment
of the contribution of the substance to the toxicity of a
mixture so that it is not necessary to test the mixture itself
in animals.)

UDP Guideline

The guideline is available from OECD (as guideline 425)
and through the EPA as Office of Prevention, Pesticides,
and Toxic Substances Harmonized Test Guideline 870.1100
Acute Oral Toxicity (Draft). The EPA guideline and full
documentation of its performance is available on an EPA
website (EPA 2002). Characteristics of the new UDP guide-
line are summarized here and described in more detail be-
low. It uses sequential dosing and calls for testing to be
performed in a single sex to reduce variability in the test
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population. Animals are tested individually in a staircase
fashion using a dose progression and starting dose based on
characteristics of the chemical being evaluated. A flexible
or adaptive stopping rule limits the number of animals in the
main test while allowing the method to be applied to chemi-
cals with a wide range of slopes of the dose-response curve.
A computer program is available to determine whether con-
ditions for terminating the test have been reached. Guidance
is provided for use of all available information to determine
initial dosing and dose progression spacing. Initial doses
should be set at sublethal levels, and dose progression
should be based on an approximate slope. However, the
guideline includes recommendations for default values for
starting dose and dose progression for use in the absence of
initial information. As in the traditional acute test, this
replacement UDP provides for clinical observations over
14 days.

A maximum likelihood method is used to estimate me-
dian lethal dose or LDy, Profile likelihood methods are
used to estimate confidence intervals. The LDs, estimate is
obtained using the assumed value of o, which sets the dose
progression (in default, a slightly more moderate one than in
the past). The confidence intervals, however, have broader
applicability than before and do not require assumptions
about o. For substances for which insufficient information
is available to provide a prior estimate of slope and LDs,
the main test incorporates elements of range finding by
using widely spaced doses. Although the statistical proce-
dures are more complicated than those for a nonsequential
test, the use of computer software can simplify much of the
complexity.

In addition, a sequential limit test that uses up to five
animals has been substituted for the 10-animal batch limit
test. Sequential observations permit a separate decision
about the contribution of each animal to the determination
of whether the LDs is above or below the limit dose. The
same principle contributes to the fixed dose procedure and
acute toxic class method limit tests.

Use of Statistical Simulation for
Development and Validation of the UDP

By varying assumed values of the LDs, and o for a hypo-
thetical set of animals exposed to a toxic chemical, it is
possible to have a computer generate responses from a ran-
domly chosen sample of the hypothetical population. A
computer can use these hypothetical responses to simulate
the results from thousands of small samples of the under-
lying population. Because the underlying mean and stan-
dard deviation of the test population are known, these
simulations then can be used to determine whether changes
in the test design would improve the ability of the UDP test
to estimate the mean and standard deviation. By varying the
standard deviation assigned to the hypothetical set of ani-
mals, it is possible to simulate the degree of variation in the
population’s response that would occur because of animal-
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to-animal, inter- and intralaboratory species, strain, sex,
age, and housing variability. Such simulations have shown
that the new sampling technique used in the UDP has a
much better chance of placing the estimated LDsq close to
the value that was used in defining the underlying hypo-
thetical population even when the starting dose is inappro-
priate (ICCVAM 2001, Appendix 0-2). This type of
comparison would not be practical using actual animal tests
because it would be impossible to determine whether each
small sample tested is providing correct or incorrect esti-
mates of the underlying population.

Actual animal testing was not necessary for determina-
tion of the validity of the new statistical design. It is not
appropriate or possible to compare changes in sampling
technique or to assess the ability of a new statistical design
to accurately estimate the mean and standard deviation of
the population based on the results of a few runs of a test
because there is no way to determine the goodness of fit of
the statistical procedure from a few samples. However,
computer simulations can be used to compare the results of
thousands of individual hypothetical tests. By using a large
series of such simulations and varying starting dose, dose
progression, and assumptions about p and o of the under-
lying population, it is possible to test how often a new
statistical sampling technique will accurately estimate the
LD, and o, or standard deviation, of the population.

Stopping Rule

Simulations revealed that the number of test subjects needed
to provide an acceptable degree of accuracy depends, in
part, on the slope of the dose-response curve of the test
population. However, in most cases, the slope is not known
in advance of testing. Therefore, to allow the up-and-down
method to be applied to a wide variety of chemicals with
reasonable reliability, a flexible stopping rule using criteria
based on an index related to the statistical error was devel-
oped and incorporated into the test. The testing stops when
one of the following stopping criteria is met (EPA 2001;
ICCVAM 2001):

1. Three consecutive animals survive at the upper bound
of dosing, where the upper bound of testing is the high-
est dose given to the animals, based on regulatory
needs. Normally, the upper bound of dosing is 2000 or
5000 mg/kg.

2. Five reversals occur in any six consecutive animals
tested;

3. At least four animals have followed the first reversal
and two likelihood ratios, which compare the LDs, es-
timate with LDs, values above and below (Figure 4),
exceed a critical value of 2.5. In this example, a likeli-
hood is a probability of seeing a certain pattern of sur-
vivals or deaths based on hypothetical combinations of
LDs;, and slope consistent with the data.
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LD50/25 LD50 LD50 X 25
Best estimate
Calculate Calculate Calculate
likelihood likelihood likelihood

P

If both ratios are 2.5 or more, then stop.

ratio

Figure 4 Likelihood ratio stopping rule.

For chemicals with higher slopes, the stopping rules will
be satisfied with four animals after the first reversal. Addi-
tional animals may be needed for chemicals with dose-
response slopes below 4. In the interest of animal welfare,
testing in any case is terminated at 15 animals. Simulations
have shown that the average animal use is expected to be
seven to nine animals per test (Westat 2001).

Choice of Starting Dose and Dose
Progression Factor

As noted above, the revised UDP works best when the
approximate LDy and slope of the test chemical are known.
Before conducting the study, the testing laboratory should
consider all available information on the test substance in-
cluding in vitro data or test results for similar substances to
select the best initial dose and dose progression or spacing
(Rispin et al. 2002). Ideally, the initial dose should be just
below the prior estimate of the LDs of the test material and
dose progression should be based on the toxicologist’s best
estimate of slope of the dose-response curve, where slope =
1/o (Figure 2 and definitions in the Introduction). Most
industrial chemicals tend to have slopes of 8 or higher.
Many pesticides and other chemicals whose toxicity is re-
ceptor mediated may exhibit slopes as low as 2.0 or 2.5.

In the absence of initial information indicating likely
slope or LDs,, the UDP guideline recommends a default
starting dose of 175 mg/kg and the use of half log units of
dose corresponding to a progression of 3.2. These default
values will accommodate a variety of situations, including
chemicals with slopes as low as 2.0. In addition, 175 mg/kg
has been chosen because it is likely to be below the LDs, of
most chemicals.

Although flexible stopping rules allow the UDP to be
applied to test materials with a wide range of slopes, for
optimum performance of the UDP, the dose progression
used should be based on an accurate estimate of o. In ad-
dition, to account conservatively for any bias in the LD,
estimate, it is essential to initiate dosing at a dose below the
actual LD, value. Setting initial doses at sublethal levels
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also ensures that LD, values are not underestimated while
reducing distress in the animals (Westat 2001). The follow-
ing two cases describe the outcome when an accurate esti-
mate of ¢ is not available.

Example 1: Assumed o << true o

When the assumed o (i.e., the o on which the dose
progression is based) is much smaller than the true o of
the actual test population, the estimated LDy, may be
biased in the direction of the starting dose. For example,
if the starting dose is less than the true LD, of the test
population, the estimated LD, will generally be below
the true LDs,. Also, if the starting dose is greater than
the true LDs, of the test population, the estimated LDs,
will tend to be greater than the true LDs,. To minimize
the chance of overestimating the LDy, due to this bias,
the UDP guideline recommends a choice of starting dose
just below the assumed LDg,.

Example 2: Assumed o >> true o

If the assumed o on which the dose progression is
based is much larger than the true o of the test popula-
tion, the median estimated LDy, can be much larger or
much smaller than the true LDs, depending on the start-
ing dose. In this case, the LDs, can be estimated only
within a range.

A software program has been developed by EPA to
assist the user in setting test doses, to determine when the
stopping rules have been satisfied, and to calculate the LDs,
and confidence interval (Westat 2001). The software will
run on a personal computer, and it simplifies the use of this
test method for the toxicologist.

Calculation of the LD, Estimate

The LDs, estimate is calculated using the maximum likeli-
hood method unless the response pattern falls into an ex-
ceptional case. All deaths, whether immediate or delayed, or
due to humane sacrifice, are incorporated for the purpose of
the maximum likelihood analysis.

In performing the maximum likelihood calculation, an
estimate of o of 0.5 (corresponding to a slope of 2) is used
unless a better generic or case-specific value is available.
This default value of dose spacing of antilog (0.5), where
(log (3.2) = 0.5), is larger than in previous versions of the
test; it was found to permit the test to perform better over a
wider range of substances. If a better value of o is available,
the dose spacing should be adjusted accordingly before the
test is initiated. Because the accuracy of the estimated LDy,
improves as the estimated o (used to set the dose progres-
sion) approaches the true o of the underlying population, the
toxicologist should make every effort to improve the accu-
racy of the estimated o.

Under some circumstances, statistical computation of
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the LDs, will not be possible or will likely give erroneous
results. (Table 1 provides a tabulation of all possible test
outcomes.) Special means to determine or report an esti-
mated LDy, are available for these circumstances as
follows:

1. If testing is stopped because an upper or lower boundary
dose was tested repeatedly, then the LDy, is estimated to
be greater than the upper bound or less than the lower
bound as appropriate.

2. If all of the dead animals have higher dose levels than
all of the live animals, then the LDy, is between the
doses for the live and the dead animals, with reasonable
confidence. These observations give no additional in-
formation on the exact value of the LDy, (Blodgett
1997). Still, a maximum likelihood LDs, estimate can
be made, provided there is a value for . When the
actual value of ¢ is not available, the computer program
provided calculates a maximum likelihood estimate
based on the dose spacing used. However, when this
type of response pattern is seen, it is clear that the actual
o is much smaller than the value used to set the dose
progression. Therefore, point estimate LDs, values are
artificial. Rather, the yield of the test is a range for
lethality. If a closely related substance is tested, testing
should proceed with a smaller dose progression.

3. If the live and dead animals have only one dose in
common, all of the other dead animals have higher
doses, and all of the other live animals lower doses, then
the LD, equals their common dose. If a closely related
substance is tested, testing should proceed with a
smaller dose progression.

If none of the above situations occurs, then the LDs,
estimate is calculated using the maximum likelihood
method (ICCVAM 2001, Appendix K, The UDP Primary
Test: Proposed Revision of the Guideline 425).

Confidence Interval

The confidence interval, which is based on the entire ex-
perimental data set from the main test, provides information
on the repeatability of the estimate. Confidence intervals
can be used to provide the regulator with a basis for evalu-
ating how to incorporate test results into regulatory appli-
cations. The confidence interval is a gauge of the capacity of
the data collected to give information on the spread of pos-
sible responses, and it provides plausible bounds on the
locations of the LD, values.

A class of methods called profile likelihood may be used
to calculate confidence intervals consistent with the experi-
mental data (Meeker and Escobar 1995). The likelihood is a
certain function of the data (in this case, the pattern of
survivals or deaths in response to the chemical), which pro-
vides an index of support that the data provide for alterna-
tive combinations of parameters (in this case, the LDs,
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Table 1 Outcomes of the up-and-down procedure: cases and confidence intervals

Definition of case

Proposed approach

Possible findings

No positive dose-response
association.

1a) all animals tested in the study
responded, or

1b) none responded, or

1c) the geometric mean dose is
lower for animals that responded
than for animals that did not
respond.

Multiple partial responses.

One or more animals responded at
a dose below some other dose
where one or more did not respond.
The conditions defining Case 1 do
not hold. (The definition of Case 2
holds if there are 2 doses with
partial responses, but holds in some
other cases as well.)

No intermediate response fractions.
One or more test doses is
associated with 0% response and
one or more is associated with
100% response (all of the latter
being greater than all of the former),
and no test doses are associated
with a partial response.

One partial response fraction, first
subcase. An intermediate partial
response is observed at a single
test dose. That does is greater than
doses associated with 0% response
and lower than doses associated
with 100% response.

One partial response fraction, second
subcase. There is a single dose
associated with partial response,
which is either the highest test dose
(with no responses at all other test

LDg,? cannot be calculated.
Confidence interval not
applicable.

Maximum likelihood estimate and
profile likelihood computations
of confidence interval are
straightforward.

Lower bound = highest test dose
with 0% response.
Upper bound = lowest test dose
with 100% response.

The LD, is set at the single dose

showing patrtial response and its

confidence interval is calculated
using profile likelihood method.

The LDy, is set at the dose with
the partial response. A profile
likelihood confidence interval is
calculated and may be finite or
infinite.

Possible inferences:
1a) LDgq < lowest dose;
1b) LDsq > highest dose;
1c) reverse dose-response
curve; unlikely test outcome.
In case 1b, the highest dose
tested is equivalent to a limit
dose.

The LDg, can be estimated and its
confidence interval calculated.

High confidence that the true LDgq
is between the two bounding
doses. Any value of LD,
between highest dose with 0%
response and lowest dose with
100% response is equally
plausible.

The LD;, can be estimated and its
confidence interval calculated.

The true LD, could be at the
boundary of the testing range
with more or less confidence.

doses) or the lowest test dose (with
100% response at all other test
doses).

ALDgo, median lethal dose.

value and slope). Such a calculation of profile likelihood
confidence intervals requires calculating the profile likeli-
hood for different values of fixed assumed LDs, values with
their corresponding profile maximizing slopes and finding
the value for which the profile likelihood equals a critical
value. This procedure, which is computationally intensive,
has been incorporated into the software for the guideline.
In traditional LDg, tests, the stated confidence interval
(e.g., 95%) is exactly what is calculated. However, for the
UDP, the algorithm used to compute 90, 95, or 99% profile
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likelihood confidence intervals is not exact but only ap-
proximate, so that in some situations, the stated confidence
interval will not provide the desired coverage or may pro-
vide more than the desired coverage. Here, the “coverage”
of the confidence interval is the probability that a calculated
confidence interval, based on an acute toxicity experiment,
actually encloses the true LDg, for a population. The ran-
dom stopping rules in the UDP improve the ability of the
test to respond to a variety of types of chemical, but this
characteristic also causes the reported level of confidence
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and the actual level of confidence to differ somewhat
(Shiryaev and Spokoiny 2000). Simulations indicate that
actual coverage for the nominal 95% confidence interval is
less than 95% when the slope is shallow and more than 95%
when slopes are very steep. The nominal 95% confidence
interval will have coverage of at least 90% if the slope is 2
to 4 or more (o 0.25-0.5 or less). For most situations, the
coverage will be better than 90% if the slope is 2 or greater.
Coverage will be 80% or better if the slope is at least 1. For
slopes as low as 0.5, the lowest slope assumed in simula-
tions, the coverage may be as low as 70% (Westat 2001).
Probably no type of confidence interval would be narrower
than the dose spacing.

Depending on the outcome of the test (Tabie 1), one of
the following three different types of confidence interval
estimates of the true LDy is calculated:

1. When the UDP provides a point estimate of the LDs.
When at least three different doses have been tested and
the middle dose has at least one animal that survived
and one animal that died, a profile-likelihood-based
computational procedure can be used to obtain a confi-
dence interval.

2. When the UDP provides a range estimate of the LD If
all animals survive at or below a given dose level and all
animals die when dosed at the next higher dose level, a
confidence interval is calculated that has as its lower
limit the highest dose tested where all of the animals
survive and has as its upper limit the dose level where
all of the animals died. An approximate confidence in-
terval can be obtained; however, because this type of
response would ordinarily occur when the dose-
response is steep, in most cases the true LDs, is ex-
pected to be contained within the calculated interval or
will be very close to it.

3. When the dose-response curve is flat or the standard
deviation is large. In some instances, confidence inter-
vals are reported as infinite and may occur (e.g., when
the slope of the dose-response is relatively flat or rela-
tively uncertain).

Performance of the UDP Guideline

Data gathered under the UDP fit into one of five animal
response patterns (Table 1 cases 1-5). These results can
occur whether the study was carried out using fixed sam-
pling (as in the classical test) or sequential procedures.
There are two ways, however, in which the sequential de-
sign of the UDP makes consideration of these cases more
important: (1) The classical test relied only on the doses
with partial responses. With the UDP, as fewer animals are
used, it becomes more likely that some doses will be rep-
resented by a single animal and consequently show an all-
or-none response. (2) To permit fewer animals to be used, it
is even more important than for the classical test for as
many of the doses as possible to be used in estimation. By
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considering outcome configurations, the approaches to cal-
culation of LDs,, and confidence intervals used in the UDP
can make efficient use of the tested animals.

For Cases 1, 2, 4, and 5, a point estimate is obtained.
Case 3 has no partial responses; all animals die at higher
doses and all animals survive at lower doses. This result
implies that the LDs is between the highest dose with no
response and the lowest dose where complete responses
occur. This case occurs most often when the dose spacing is
large relative to the actual standard deviation of the lethality
normal curve. In this case, any value between these two
doses might be the true LDsg and the test response is a range
estimate of lethality. In effect, the two doses can serve as a
95% confidence interval.

Prediction of Hazard Classification by the
Revised UDP

The international community has harmonized criteria for
classification and labeling of chemicals (OECD 2001b).
The agreed-upon acute oral LDs, cutpoints are 5, 50, 300,
2000, and 5000 mg/kg. Pursuant to the United Nations for-
mal adoption of the Globally Harmonized System in De-
cember 2002, competent authorities in all countries are
expected to adopt the system.

Simulations verified that the default procedure indicated
in the guideline—with an initial test dose of 175 mg/kg, a
minimum test dose of 1 mg/kg, a maximum test dose of
5000 mg/kg, and use of a likelithood-ratio stopping rule—
provides good performance for the UDP for classification
when dose progression spacing of 3.2x dose is used. The
dose progression in mg/kg is 1.75, 5.5, 17.5, 55, 175, 550,
1750, 5000. A probit model is assumed. Extensive simula-
tions were performed to evaluate the point estimate and
confidence interval outputs of the UDP for classification
and for hazard and first tier risk assessment. The results of
these simulations can be found on the ICCVAM and EPA
web sites (ICCVAM 2001, Appendix L, Comparison of 5
Stopping Rules and 2 LDs, Estimators Using Monte Carlo
Simulations; Westat 2001).

Simulations have shown that when the default dose pro-
gression and a starting dose of 175 mg/kg are used, when a
chemical is misclassified, it will be more often assigned to
a more toxic category than to a less toxic category. This has
to do with the relation between the initial test dose and the
category boundaries. The precision of the UDP is limited by
the dose progression factor. In particular, in steep-slope
situations, the maximume-likelihood estimate may be be-
tween two test doses that differ by a factor of 3.2 and may
straddle a category boundary. Therefore, chemicals with
LD, values within certain intervals may be consistently
overclassified or consistently underclassified. For this and
other reasons noted above, it is important for the toxicolo-
gist to use all available information when determining the
dose progression as it relates to actual slope of the chemical.
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Limit Test

The purpose of a limit test is much less ambitious than an
UDP. The limit test is required only to estimate whether the
LD, is greater or less than a certain value—the limit. Ani-
mals are dosed at the limit, the number of deaths is ob-
served, and a decision is made as to whether the LDs, is
greater or less than the LDs;,. The US design team modified
the limit test to be more like the main test in that it is
executed sequentially. The new limit test is designed to
classify at either 2000 mg/kg or 5000 mg/kg (ICCVAM
2001, Appendix M. The UDP Limit Test: Accuracy of In
Vivo Limit Dose Tests).

Until recently, the standard procedure for limit dose
tests was a 10-animal fixed sample test. The limit test for the
UDP uses a sequential sampling design to improve the re-
liability of correct classification over that obtained from
batch testing for a given number of animals. Sequential
testing plans classify adequately in comparison with fixed
sample plans using up to twice as many animals, particu-
larly when the true LDsy is either much less or more than the
limit dose. The classification deteriorates when the true
LDs, approaches the limit dose. Classifications are also less
accurate when the standard deviation, or o, of the test popu-
lation increases.

In Table 2, the probability of correct classification using
a five-animal sequential test plan for a limit dose of 5000
mg/kg is shown. Every entry in the table represents the
probability that the correct classification would occur given
assumed values of the LD5, and o. The plan is very accurate
for low values of LDs, and o, and it gradually decreases in
accuracy with increasing o and as the LDs, approaches the
limit dose. For example, with values of o at 0.12 or 0.25, the

Table 2 Probability of correct classification for
five-animal sequential test plan (limit dose =
5000 mg/kg)

Sigma

LDg,? 0.12 0.25 0.5 1.25 2
1.5 1.00 1.00 1.00 1.00 1.00
50 1.00 1.00 1.00 1.00 0.98
250 1.00 1.00 1.00 0.98 0.93
1500 1.00 1.00 0.98 0.86 0.79
2000 1.00 1.00 0.96 0.82 0.76
3000 1.00 0.97 0.87 0.75 0.72
5000 0.66 0.66 0.66 0.66 0.66
6000 0.71 0.53 0.44 0.38 0.37

“LDgo, median lethal dose.

Note: The decision rule for the five-animal sequential plan is that the
LDy, is less than the limit dose if the first animal dies, or if three
animals die. The LDy, exceeds the limit dose if three animals, in-
cluding the first, survive.
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probability of correct classification is between 99 and 100%
for a true LDsg up to 2000 mg/kg. This plan is also biased
toward classifying the LDs, below the limit dose, which
provides a margin of safety.

The five-animal sequential limit test proceeds as
follows:

1. Dose one animal. If the animal dies, the test is con-
cluded and the decision is made that the LD, is below
the limit dose.

2. 1If the first animal survives, continue testing until either
(a) two more animals survive (denoting that the LDy is
above the limit dose), or (b) three animals die (denoting
that the LDsg is below the limit dose).

Following this procedure, the limit dose test can conclude
with as few as one animal, if the first animal dies, or use as
many as five animals, if survivals and deaths alternate. On
average, fewer than five animals will be used.

The five-animal sequential test plan compares favorably
with a 10-animal fixed test plan. This test is also biased
toward classifying the LDy, below the limit dose. At low
values of o and for low LDy, values, there are no practical
differences in the probability of correct classifications. Gen-
erally the differences are less than 6% under 3000 mg/kg.
The probability of correct classification for the 10-animal
plan is shown in Table 3.

As would be expected from a plan with fewer animals,
the correct classification probabilities for the five-animal
sequential test decrease somewhat from the 10-animal plan
in Table 3. For low LDs, values, the results are very close
between both plans. For values of the LDss that exceed the
limit dose, the sequential plans tend to classify correctly less

Table 3 Probability of correct classification for
10-animal fixed plan (limit dose = 5000 mg/kg)

Sigma

LD, 012 025 05 125 2

1.5 1.00 1.00 1.00 1.00 1.00

50 1.00 1.00 1.00 1.00 1.00
250 1.00 1.00 1.00 1.00 0.98
1500 1.00 1.00 1.00 0.92 0.84
2000 1.00 1.00 0.99 0.87 0.80
3000 1.00 1.00 0.93 0.78 0.73
5000 0.62 0.62 0.62 0.62 0.62
6000 0.92 0.69 0.54 0.44 0.42

4LDg,, median lethal dose.

Note: The decision rule is that the 10-animal fixed test plan classifies
the LDy, less than the limit dose if five or more animais die, or greater
than the limit dose if fewer die.
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frequently than the 10-animal fixed dose plan. This result
means that more chemicals would be erroneously consid-
ered to have the LD, below the limit dose. For regulatory
purposes, this type of misclassification is probably better
than erroneously classifying the LDs, above the limit dose.

For comparison, the five-animal fixed sample test plan
is shown in Table 4. The rules of this sequential plan are
different from the fixed plans. The sequential plan stops the
test with the death of the first animal, which cannot be done
with the fixed plans. The result is that the sequential plans
are more accurate than the fixed plans when the test uses
chemicals that have LD, values below the limit dose. The
fixed plans are more accurate with chemicals that have an
LDy, above the limit dose. When the LDsj is very low or
very high and sigma is low, both types of tests perform
accurately.

Humane Practices

The new OECD 425 guideline provides a significant im-
provement in the number of animals used compared with
guideline 401, which required at least 20 animals in a test.
In addition, it contains a requirement to follow the OECD
Guidance Document on Humane Endpoints (OECD 2000).
This document attempts to reduce pain and distress of ani-
mals in toxicity tests by permitting early killing of the ani-
mals if a set of clinical signs is identified that can reliably
predict the outcome. If the progression of toxic signs is
invariable, the use of humane endpoints may be possible in
sequential studies. In addition, this OECD guidance docu-
ment defines a set of clinical signs that may be used to
justify early killing of the animals and prescribes frequent
observation of animals showing signs of pain and distress.

Table 4 Probability of correct classification for
five-animal fixed test plan (limit dose =
5000 mg/kg)

Sigma

LD, 012 025 05 125 2

1.5 1.00 1.00 1.00 1.00 1.00
50 1.00 1.00 1.00 1.00 0.97
250 1.00 1.00 1.00 0.97 0.89
1500 1.00 1.00 0.97 0.78 0.69
2000 1.00 1.00 0.93 0.72 0.65
3000 1.00 0.95 0.80 0.63 0.58
5000 0.50 0.50 0.50 0.50 0.50
6000 0.89 0.72 0.62 0.55 0.53

4LDg,, median lethal dose.

Note: The decision rule is to classify the chemical’s LDs, as less than
the limit dose if three or more animals die and more than the limit
dose if three or more animals survive.
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All animals killed for humane reasons are considered in the
same way as animals that died on test. In addition, as noted
above, initiating dosing below the LDy, minimizes the num-
ber of animals killed before the first reversal.

Conclusions

The revised UDP guideline provides a point estimate of
LD, and approximate confidence intervals in addition to
observed signs of toxicity. The staircase design used in the
guideline test builds in efficiencies by concentrating most
doses near the region of the LD, and by using flexible or
adaptive stopping rules to accommodate a variety of chemi-
cals. Careful choice of dose progression and initial dose also
improves performance. However, when assumptions about
standard deviation of the test population diverge signifi-
cantly from actual values, point estimates of the LDs, may
not be possible. In these cases, a range estimate is provided.

The UDP does not allow for characterization of the
slope because efficient management of doses toward the
region of the LD, does not provide enough doses in the
wings of the dose-response curve. If slope is needed, an-
other method would be used. The revised UDP guideline
can be used for chemicals with a wide variety of actual
dose-response slopes and can be used for hazard classifica-
tion and certain other hazard and risk assessment purposes.
The five-animal sequential plan used in the limit test pro-
duces results that are almost as good as those for the present
10-animal fixed sample plan, while averaging three to five
animals per test. That result represents a substantial reduc-
tion of animal subjects over the 10-animal fixed sample
plan.

The up-and-down method is one of three new sequential
methods recently accepted for use by all OECD countries.
The fixed dose method involves dosing groups of five ani-
mals in a sequential fashion at a choice from five fixed
doses. This method incorporates a sighting sequence and
uses signs of toxicity—not death—as an endpoint. The
acute toxic class method also uses a choice from the same
five fixed doses, but instead of dosing five animals at each
step, this method tests either three or six animals at each
dose. The acute toxic class method uses death as the end-
point. As recently updated and revised, the fixed dose pro-
cedure and the acute toxic class method are designed
specifically to allow classification of new materials accord-
ing to the recently developed Globally Harmonized Classi-
fication System (OECD 2001b); they do not provide a point
estimate of LDs,. The UDP used does not take advantage of
the information available on the sequence of events; it uses
only the final results. An analysis that reflected the path
taken to reach the results would also include the dependen-
cies of dose choices and would be much more complicated.
In the future, it may be possible to find a way to use all of
the information in a way that will improve the accuracy of
the test.
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